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Flow behavior of clusters in a riser simulated by direct
simulation Monte Carlo method
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Abstract

A discrete particle motion-collision decoupled model has been developed based on gas molecular dynamics and gas–solid two-phase fluid
dynamics. Particle collision is modeled by means of the direct simulation Monte Carlo (DSMC) method. The Newtonian equations of motion
are solved for each simulated particle in the system. The interaction between gas phase and simulated particle is determined by means of
Newtonian third law. The flow behavior of gas and particles phases were numerically simulated in a circulating fluidized bed. The distributions
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of gas and particle velocity and particle concentration in the risers were analyzed. The duration time, averaged solid concentratio
the ratio of total cluster duration time to total observation time and the cluster frequency were obtained in the circulating fluidized
simulated results are in agreement with experimental measurements by Manyele et al. [S.V. Manyele, J.H. Parssinen, J.X. Zhu, Ch
particle aggregates in a high-density and high-flux CFB riser, Chem. Eng. J. 88 (2002) 151–161] and Sharma et al. [A.K. Sharma
J. Matsen, J.C. Chen, Parametric effects of particle size and gas velocity on cluster characteristics in fast fluidized beds, Powd
111 (2000) 114–122] in the circulating fluidized beds. The wavelet multi-resolution analysis was used to analyze the simulat
instantaneous particle concentration. From the random-like particle concentration fluctuations, the cluster frequency can be extr
on the wavelet multi-resolution analysis over a time–frequency plane.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Circulating fluidized beds are widely used in the petro-
leum, chemical, metallurgical and energy industries. In the
last decade, significant research efforts have been made to
develop detailed microbalance models to study the complex
hydrodynamics of circulating fluidized beds. Broadly speak-
ing the simulation approaches of two-phase flow in circu-
lating fluidized bed can be classified into Euler–Euler two-
fluids model and Euler–Lagrange discrete particle trajectory
model. In two-fluids models, gas and solid phases are both
considered as continuous mediums, and balance equations of
each phase are established to investigate the flow behavior of
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gas and solid phases. The models predicted well the b
formation and the distribution of time-averaged solids
centration in bubbling fluidized beds (e.g.[1–5]), and hydro
dynamic of gas and particles phases in circulating fluid
beds (e.g.[6–13]). On the contrary, in the Euler–Lagran
particle trajectory model, gas is considered as the co
uous medium and the motions of particles are treate
the Lagrange coordinate by solving the motion equat
In general, particle–particle collisions can be neglecte
the simulation of dilute gas–solid two-phase flows. Howe
the effect of particle–particle collision on the flow beh
ior must be considered in the simulation of gas–solid
phase flows in circulating fluidized beds. Several atte
have been made to simulate gas-particle fluidization usin
discrete element method (DEM). In this method, the m
anism of particle–particle collisions has been describe
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Nomenclature

Cd0 drag coefficient
Cv constant
d particle diameter
e coefficient of restitution
fc collision frequency of particles
fd drag force
F time fraction
g gravity
go radial distribution function
Gs solid mass flux
h height of riser
I unit vector
m particle mass
n particle number density
p fluid pressure
pij collisional probability
r position, distance from walls
R random number, radii of riser
s local area of a particle
t time, tangential unit vector
ug gas velocity, superficial gas velocity
v particle velocity
x location along lateral direction
y location along vertical direction

Greek symbols
ε porosity
εs solid concentration
µ dynamic friction coefficient
µlam,g laminar viscosity of gas phase
µf coefficient of tangential restitution
µt turbulent viscosity of gas
θ granular temperature
ρg gas density
ρs particle density
σ standard deviation
τg gas stress tensor
ω rotational velocity of particles

Subscripts
g gas phase
i index of particle
n normal direction
s particles
t tangential direction

soft-sphere models as well as hard-sphere models. Hoomans
et al.[14] presented a hard-sphere approach where collisions
are assumed to be binary and instantaneous. Xu and Yu[15]
developed a hybrid technique combining elements of both
soft-sphere and hard-sphere techniques. Hard-sphere mode

uses the coefficient of restitution and friction coefficient as an
input. Flow patterns of bubbling, slugging and particle cluster
motions in fluidized beds were simulated using hard-sphere
model[14–18]. In the soft-sphere models, the collisions be-
tween particles are simulated by Hooke’s linear springs and
dashpots. It uses the spring constant, damping coefficient and
friction coefficient as an input. This model has been used for
investigation of the effect of interparticle force on fluidiza-
tion characteristics[19,20], the effect of internals on fluid
dynamics[21], and the effect of pressure and temperature on
fluidized bed behavior[22,23].

Direct simulation Monte Carlo (DSMC) method is widely
used in the simulation of rarefied gas[24]. Each simulated
particle represents many physical particles in the DSMC
method. The position coordinates of simulated particles
change continuously due to particle motion and collisions.
Macroscopic parameters, such as the distribution of veloc-
ity and concentration of particles, can be obtained from all
simulated particles in the cell. When the inertia force domi-
nates the drag force, particle motion in circulating fluidized
beds is well described by the impulsive equations of motion
in which collisions against another particle are assumed to
occur instantaneously. Therefore, the motion of particle in
the circulating fluidized bed is similar to that of molecules
in rarefied gas except that the kinetic energy of particle fluc-
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uating motion tends to decay by the inelastic and fricti
spects of collision[25]. Hence, the DSMC method can
sed to simulate the particle motion in the circulating

dized bed. Yonemura and Tanaka[26] investigated the fo
ation of clusters in the circulating fluidized bed by me
f DSMC method. Effects of physical properties of partic
n the structure of particle clusters were studied numeri

n a rectangular domain with periodic boundaries[27]. A nu-
erical simulation was performed for a dispersed gas–

ow in a vertical channel by DSMC method[28]. It is found
hat the flow becomes unstable and inhomogeneous a
as velocity decreases and the solid loading increases
-shaped and reverse V-shaped clusters were predict
suji et al.[29] in the circulating fluidized bed by means
SMC method. The expansion behavior and structural
omena of fluid–particle systems was simulated using
onte Carlo method in the fluidized bed[30]. The mode
f probability of particle collisions was proposed based

he change in the system’s potential energy and the av
inetic energy of the system. DSMC method was used to
ict particle motions in a group-B particle turbulent fluidiz
ed[31]. The complex bubbling flow and the particle clus

ormation were predicted in the fluidized bed.
In this study, the locally averaged Navier–Stokes e

ions of gas phase and Lagrangian type particle motion e
ions, where the mutual interactions between gas phas
articles and the particle collisions are taken into acco
ere simultaneously solved. Particle collision is modele
eans of the direct simulation Monte Carlo (DSMC) meth
he Newtonian equations of motion are solved for each
lated particle in the system. The distributions of velocity
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concentration of particles in the riser were analyzed. The du-
ration time, averaged solid concentration in cluster, the ratio
of total cluster duration time to total observation time and the
cluster frequency were obtained in the circulating fluidized
bed. The simulated results are compared with experimen-
tal findings. The wavelet multi-resolution analysis is used to
investigate the flow behavior of clusters based on the simu-
lated data of instantaneous particle concentrations. From the
random-like particle concentration fluctuations, the cluster
frequency was determined from the wavelet multi-resolution
analysis over a time–frequency plane.

2. DSMC method

The DSMC method is a trajectory method, which makes
it possible to deal with interparticle collision based on sam-
ple particles that the number of which is smaller than the
actual number of particles. In the DSMC, a sampled parti-
cle motion is dissolved into the movement and collision pro-
cesses. Simulated particle movement obeys the single particle
motion model, and the collision process follows the particle
collisional dynamics. The computation procedure of particle
motion and collision decouple model is as follow[24,29]:

(1) Position of a sampled particle is determined by solving
all
lli-

( of

les
ticle
ies,

p



P

w . In
t ffect
o The
m
[

P

w -
t
t tion
a
n ,
t ob-
a ed

Fig. 1. Modified Nanbu method.

by the particles. The value of radial distribution function at
contact was calculated as follows[33]:

go(εs) =
[

1 −
(

εs

εmax s

)1/3
]−1

(3)

where the maximum packed solids fractionεmax sof 0.63 was
used in the simulations.

Several schemes to search collision pairs with the use of
the Monte Carlo Method have been proposed, such as the
time counter method, the Nanbu method and the modified
Nanbu method[24]. The modified Nanbu method is used
in this study. The procedure is as follows. SeeingFig. 1, a
random numberR is extracted from a generator, which has a
uniform distribution ranging from zero to unity. A candidate
collision partnerk in a computation cell is selected in the time
step
t using the equation:

k = int[R × N] + 1 (4)

where [ ] is defined as the integer part of (R×N). If the rela-
tion

R >
k

N
− pki (5)

is satisfied, it is decided that particlei collides with particle
k during the time step
t, and the velocity of particlei is re-
p tion
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the single particle motion equation in a time step sm
enough without considering the particle–particle co
sions.

2) Particle–particle collision is calculated by means
Monte-Carlo method. If particlei collides with particlej
in the time step, the post-collision velocities of partic
are calculated by the collisional dynamics. The par
velocities are replaced by the post-collision velocit
but without changing them positions.

The collision probability of particlei during a time ste
t is given by:

i =
N∑
j=1

Pij (1)

hereN is the number of simulated particles in the cell
he high concentration of particles, the dense packing e
n the collision frequency of particles was considered.
odified collision probability of simulated particlei andj is

24,29]:

ij = n

N
πd2gouij
t (2)

heren is local particle number density,d particle diame
er, anduij relative velocity between particlei and j, 
t is
ime step. In above equation, the radial distribution func
t contact,go, was introduced, as done with the factorχ in ki-
etic theory of gases by Chapman and Cowling[32]. Hence

he radial distribution function is applied to correct the pr
bility of a collision for the effect of the volume occupi
laced by the post-collisional velocity. The relative posi
etween particlei and particlek after collision can be dete
ined. Otherwise, the collision does not happen in this

tep.
In order to decrease the computer capacity efficient

he simulations, the sub-cell method is applied[24]. The com
uting field is divided into several gas cells. A gas control

s also divided into several sub-cells, seeingFig. 3. The searc
or a collision partner is carried out in the sub-cells, and
nteraction between gas and particle phases is calcula

gas control cell. With this method the collision partner
e more efficiently determined.

. Eulerian–Lagrangian gas–solid flow model

.1. Continuity and momentum equations for gas phas

The Euler–Lagrangian method computes the Nav
tokes equation for the gas phase and the motion of
idual particles by the Newtonian equations of motion.
he gas phase, we write the equations of conservation of
nd momentum[34]:
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∂

∂t
(ρgεg) + ∇ · (ρgεgug) = 0 (6)

∂

∂t
(εgρgug) + ∇ · (εgρgugug) = −εg∇P − Sp−g − (∇ · τg)

+εgρgg (7)

τg = µg[∇ug + ∇uT
g] − 2

3µg∇ · ugI (8)

µg = µlam,g + µt (9)

whereug andρg are gas velocity and density, respectively.εg
is the void fraction.Sp− g is the interaction drag force acting
on a particle. The interaction forces between the two phases
should be equal and have reverse directions. The value can
be determined by:

Sp−g =
∑N

i=1fd,i

S
(10)

Yuu et al.[35] has modeled turbulent viscosity coefficient
of subgrid-scale turbulence caused by the subgrid-scale fluc-
tuations using large eddy simulation (LES) in which the effect
of particle oscillations on gas turbulence has been taken into
account. The turbulent viscosity of gases is as follows:
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The equation of rotational motion of a particle is written
as:

mid
2
i

10

dωi

dt
= ρsd

2
i

64

(
6.45

Reω
+ 32.1

Reω

)
|ωi|ωi (17)

whereReω = d2
i ρg|ω|/(4µg).

3.3. Particle collision dynamics

Analysis of particle’s collision in this study is based on col-
lision dynamics with the following assumptions: (1) particles
are spherical and quasi-rigid. (2) Interaction forces are impul-
sive and all other infinite forces are negligible during colli-
sion. (3) Particle motion is two-dimensional with the particle
mass center moving in one plane. The changes of velocity af-
ter a collision between two particles with the same diameter
and mass are subject to the following equations[14,17,18]:

mi(vi,1 − vi,0) = J (18)

mj(vj,1 − vj,0) = −J (19)

mid
2
i

4
(ωi,1 − ωi,0) = n × J (20)

mjd
2
j

(ωj,1 − ωj,0) = −n × J (21)
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here,
= (
x
y)1/2, andkg = 1
2ū

′
gxū

′
gy is gas turbulent en

rgy. The model of gas turbulent energy proposed by Y
l. [35] is used in this simulation.

.2. Particle motion equations

The particle motion is subject to Newton’s equation of
ion. Magnus force, Saffman force, Basset, and the uns
orce are neglected due to the high ratio of particle dens
as density. The equation of translational motion of a par
an be written as follows[14,17]:

dvi
dt

= −π

6
d3
i ∇p + fd + mig (12)

d =
(

1

16

)
Cd0,iρgπd

2
i |ugi − vi|(ugi − vi)ε

−δ
g (13)

here the drag force coefficientCd0,i is written as:

d0,i =
(

0.63+ 4.8

Re0.5
p,i

)2

(14)

ep,i = ρgdi
|ugi − vi|

µg
(15)

= 3.7 − 0.65 exp

[
− (1.5 − log10Rep,i)2

2

]
(16)
4

here,vi,0 andvj,0 represent the pre-collisional velocities
article i and particlej, respectively.vi,1 andvj,1 represen

he post-collisional velocities of particlei and particlej, re-
pectively.n is the normal unit vector between particlei and
. The relative velocity between the two colliding particle
efined as:

ij = (vi,c − vj,c) (22)

The normal and tangential components of the impulse
or calculated by coefficient of restitutione and friction co-
fficientµf are written as:

n = − (1 + e)mimj

(mi + mj)
(vij,0 · n) (23)

t = −µfJn (24)

he total impulse vector is defined as:

= Jnn + Jtt (25)

= vij,0 − n(vij,0 × n)

|vij,0 − n(vij,0 × n)| (26)

.4. Grid mapping

For the calculation of the force acting on a suspended
icle, local averaged values of pressure, porosity and vel
f gas at the position of the particle (the Lagrangian grid
equired. Due to the numerical solution method used, t
ariables are only known at discrete nodes of the com
ional domain. An area weighted averaging technique is
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Fig. 2. Calculation method of local parameters.

to obtain the local averaged valuēQ of a quantityQ(i, j) from
the four surrounding computational nodes, seeing inFig. 2.
The local averaged value can be calculated as follows:

Q̄ = ai,jQi,j + aii,jQii,j + aii,jjQii,jj + ai,jjQi,jj


x
y
(27)

where, ai,j = (
x − lx)(
y − ly), aii,j = lx(
y − ly),
aii,jj = lxly, ai,jj = ly(
x − lx).

3.5. Calculation of porosity

For each cell of the computational domain, porosity can be
calculated on the basis of the area occupied by the particles
in the cell. The porosity is obtained by subtracting the sum
of the particle volumes from the volume of a fluid cell. When
a particle overlaps one neighboring cell or more, the volume
fraction included in a particular fluid cell is taken into account
to calculate the porosity of the cell. A “2D” porosity in the
cell is defined as:

εg,2D = 1 −
∑n

i=1si


x
y
(28)

where
x and
y are the width of computational cell, ands
i ever,
t ap-
p rted
o ele-
v ore

Fig. 3. Grid arrangement for simulation in the two-dimensional riser.

consistent, we used a 3D porosityεg,3D as[16]:

εg,3D = 1 − 2√
π
√

3
(1 − εg,2D)3/2 (29)

3.6. Initial and boundary conditions

Fig. 3shows the two-dimensional riser section used in the
present numerical simulation of gas–solids flow. The com-
putational parameters are listed inTable 1. Initially, the ve-
locities of gas and particles phases were set at zero in the
riser. Inlet gas pressure, gas velocity and particle velocity are
given. Uniform bottom-inlet conditions are assumed. A no-
slip condition is used for gas phase at the walls. The rotational
velocity of particles was set at zero at the walls. The particle
velocity after it rebounds from the wall can be determined
by:

vi2 = −en(vi1) and ui2 = −et(ui1) (30)

T
P

P Number of entering particles 100,0000 (1/s)
P Number of real particle/simulated particle 100
P Height of riser 1 (m)
R Diameter of riser 0.08 (m)
C
T
F
G a s)
s the surface area of the particle located in the cell. How
he above-defined “2D” porosity is inconsistent with the
lied empiricism in the calculation of the drag force exe
n a particle and of the interfacial friction, since the r
ant correlations are from 3D systems. In order to be m

able 1
arameter used in simulations

article shape Sphere
article diameter 0.1 (mm)
article density 1700 (kg/m3)
estitution coefficient of particles 0.9
oefficient of restitution between particle and wall 0.9
angential restitution coefficient 0.3
riction coefficient 0.1
as viscosity 1.5× 10−5 (P
Temperature 300 (K)
Superficial gas velocity 4.9 (m/s)

Grid number (nx, ny) 40, 150
Gas density 1.2 (kg/m3)
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Fig. 4. Motions of particles in the circulating fluidized bed (right, particle concentration; middle, gas velocity; left, particle velocity).

whereen andet are two restitution coefficients in the normal
and tangential directions, respectively. In accordance with
Jun and Tabako[36], the restitution coefficients can be deter-
mined in terms of the particle impact angle as follows:

et = 1 − 2.12β + 3.0775β2 − 1.1β3 and

en = 1 − 0.4159β + 0.4994β2 − 0.292β3 (31)

where the impact angle,β, is in radian.

4. Result and discussions

Fig. 4shows a snapshot of simulation representing verti-
cal cross-section images, velocity vector of gas and particles
phases as a function of times at the superficial gas velocity of
4.9 m/s. The snapshots show representative cluster structures
in the riser. From these figures, the forms of clusters with a lo-
cal high particle concentration are observed. The formation,
movement and breaking of clusters appeared continuously
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Fig. 5. Variations of instantaneous vertical velocity, concentration and po-
sitions of simulated particle.

in the riser. The clusters move upward or downward com-
panying with the formation and disjointing of clusters. The
negative values of the instantaneous axial velocities of par-
ticles indicate the descending motion toward to the bottom.
The formations of particle clusters begin to develop due to
some kind of perturbation in the system. Once developed, the
particle clusters capture the isolated particles in its front and
leave a more dilute zone in its tail. In this way, the cluster
increases in size and a dense cluster is formed[17]. Such

cluster structures have been experimentally observed by Van
Den Moortel et al.[37] using the laser sheet technique, ob-
tained from numerical simulations by Ito et al.[38] using a
direct simulation Monte Carlo method, and by Helland et al.
[17] using a hard-sphere discrete particle model. Van Den
Moortel et al.[37] found that the up-flowing particle clusters
exhibit a horseshoe shape heading upwards with thin down-
ward tails. Simulation results show that the particle clusters
move with axial velocities from 0.1 to 2.0 m/s.Fig. 5shows
the instantaneous positions and vertical velocity of simulated
particle, and the concentration of particles located in the cell
as a function of time in the riser. The simulated particle was
accelerated when it was captured by the downward cluster,
and decelerated as it was left from the downward cluster (e.g.
at point A). However, the simulated particle was decelerated
when it was captured by the upward cluster and accelerated
as it was left from the upward cluster (e.g. at point B). Hel-
land et al.[17] pointed out that the life of a cluster can be
described in three periods: a formation phase, an established
phase and a decaying phase. During the cluster formation,
the particle phase is accelerated and simultaneously, the gas
phase is decelerated due to the two-way coupling between
the gas and particle phases, thus a decrease in their relative
velocity. In the established phase, the velocity of the dense
cluster as a unit is found to be constant. In the decaying phase,
t eir
o This
p
p

Fig. 6. Particle concentration fluctuation near the wall.
he cluster may vanish in the form of particles following th
wn trajectories, or it may take a part of a new cluster.
rocess has been observed at point C inFig. 5from simulated
article trajectory.
Fig. 7. Particle concentration fluctuation in the center.
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Fig. 8. Distribution of time-averaged particle concentrations.

Figs. 6 and 7show the instantaneous particle concentra-
tions near the wall and at the center at the superficial gas
velocity of 4.9 m/s. A high instantaneous concentration of
particles means the occurrence of clusters, and the low con-
centration indicates the motions of dispersed particles. It can
be seen that the concentration fluctuates more strongly near
the wall than that at the center. This indicates that the clus-
ters are formed near the wall regime.Fig. 8a and b show
the distribution of time-averaged concentration of particles
phase at the different height at the superficial gas velocity of
4.0 and 4.9 m/s, respectively. The particle concentration de-
creases along the height. The core-annulus structure can be
observed with a denser zone close to the walls and a dilute
zone in the center. Tsukada et al.[39] stated that the wall
down flow behaves as a collector of clusters diffused from
the core region.

Fig. 9 shows the fluctuations of instantaneous axial and
lateral particle velocities near the wall and at the center at the
superficial gas velocity of 4.9 m/s. The oscillating particle ve-
locity is stronger at the center than that near the wall because
of the effect of gas turbulent flow. At the wall region, the pos-
itive or negative lateral velocities of particles mean particles
move along the transversal direction from the wall to center,

Fig. 10. Distribution of mean axial velocity of particles.

or versus. The distributions of time-averaged axial velocity of
particles are shown inFig. 10at the superficial gas velocity of
4.9 m/s. The time-averaged axial velocity of particle is lower
near the walls than that at the center. FromFig. 9, we observe
the large-scale fluctuations around a mean value of particle
velocity. The histograms of axial and lateral particle veloci-
ties are shown inFig. 11. The mean values of particle velocity

locity of particles near the walls and at the center of riser.
Fig. 9. Instantaneous lateral and vertical ve
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Fig. 11. Histogram of lateral and axial velocity of particles.

and standard deviation,σ =
√

1/(N − 1)
N∑
i=1

(vi − vm)2, are

also indicated in the figures, wherevm is a mean velocity,vi
is a instantaneous velocity of particles. From these figures,
we see that the axial and lateral velocities of particles can be
fitted by the Gaussian distribution. The standard deviations
of vertical velocity are always larger than that of lateral ve-
locity of particles. Such anisotropic flow of particles has been
experimentally observed by Gidaspow and Huilin[40] in the
riser. The presence of clusters is the predominant effect of this
fluctuating behavior. The granular temperature,θ, defined as
a measure of particle fluctuations can be obtained from the
histogram of particle velocity[40]:

θ =
(

1

3
σ2
y + 2

3
σ2
x

)
(32)

Fig. 12 shows the computed granular temperature as a
function of particle concentration in the riser. The computed
granular temperature increases, reaches a maxima, then de-
creases with the increase of particle concentration. When
the particle concentration closes to the packing, the granular
temperature approaches to zero, since particles can hardly
move. Similar trends were also found from numerical simu-
lations by Neri and Gidaspow[8] and Huilin et al.[12] using
E lar
fl

Using DSMC method, the collisional frequency of parti-
cles was obtained.Fig. 13shows the profile of the collisional
frequency of particles as a function of particle concentra-
tion at the superficial gas velocity of 4.9 m/s. We see that the
computed collisional frequency increases with the increase of
particle concentration. The lower the particle concentrations,
the less the collisional frequency of particles. In the molec-
ular simulation, the collision probability was calculated by
Eq. (2) without considering the radial distribution function
(go = 1.0). The probability of collision between two simulated
molecules over the time internal is proportional to the prod-
uct of their relative speed and the total cross-section, and its

F ations.
uler–Euler two-fluid model with kinetic theory of granu
ow.
 ig. 12. Relation between granular temperature and particle concentr
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Fig. 13. Profiles of particle collision frequency as a function of concentration
of particles.

value can be calculated from Eq.(2) with go = 1.0 ([24,29]).
The predicted particle collision frequency using Eq.(2) with
go = 1.0 was shown inFig. 13. Simulated results showed that
the particle collision frequency was lower withgo = 1.0 than
that using Eq.(2). In the low concentration of particles, the
calculated collision frequency of particles is close each other,
since the radial distribution function is close to unity. How-
ever, the difference is evident at the high concentration of
particles.

Based on the kinetic theory of granular flow the collisional
frequency per unit volume can be calculated as follows[34]:

fc = 6.77
(εs

d

)
go

√
θ (33)

The collisional frequency of particles calculated from Eq.
(33) is shown inFig. 13. It can be seen that at the low con-
centration of particles the calculated collisional frequencies
by means of DSMC agree with data calculated by Eq.(33).
The results, however, show the larger deviations between the
presented simulations by DSMC and calculations using Eq.
(33)at the high concentration of particles. The most probable
reason could be that the individual particle velocity distribu-
tion function is assumed an isotropic Maxwellian distribution
in the derivation of Eq.(33). Hence, to gain more insight into
the effect of concentration of particles on the collisional be-
h ling
m par-
t

in a
r n of
c s-
s ust
b ation
a his
p t be
g rticle
c ld be
s cale
g eing
c osed

Fig. 14. Determination of a cluster formation.

a criterion that the local instantaneous particle concentration
for a cluster must be greater than the time-averaged concen-
tration by at least two times the standard deviation 2σ, seeing
Fig. 14. A cluster would thus be identified if the instantaneous
particle concentration exceeds this threshold, existing until
the particle concentration again drops below this threshold.
In the present study, we will use Soong et al.’s[41] criterion
to obtain information of clusters. We would like to point out
here that the cluster detection criterion described above is
reasonable, but also is somewhat arbitrary. Using a different
factor to differentiate from background noise, e.g. 3σ would
alter the quantitative results to some degree, but would not
change the general characteristics of cluster dynamics. The
cluster duration time isτc =Tb −Ta. The number-averaged
duration time is then[41]:

τ̄c =
n∑

i=1

τci

n
(34)

wheren is the total number of clusters detected in an simula-
tion period.τci is theith cluster’s duration time. The cluster
existence time fractionFc is:

Fc = τ̄c

τ
(35)

whereτ is the simulation time within whichn clusters are
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avior, it seems worthwhile to modify the presented samp
ethod considering the effect of the local distribution of

icles, which will be a subject of future research.
To obtain quantitative characterization of cluster flow

iser, one first needs a systematic criterion for identificatio
lusters. Soong et al.[41] proposed the following three nece
ary guidelines. (1) The solid concentration in a cluster m
e significantly above the time-average solid concentr
t the given local position and operating condition. (2) T
erturbation in solid concentration due to clusters mus
reater than the random background fluctuations of pa
oncentration. (3) This concentration perturbation shou
ensed for sampling volume with characteristic length s
reater than one to two orders of particle diameter. B
onsistent with these guidelines, these investigators imp
etected. So, the cluster occurrence frequencyλc can be got
en.

Fig. 15shows the distribution of existence time fract
f clusters along the height at the superficial gas velo
f 8.0 m/s. The existence time fraction of clusters decre
long the height at the center. But near the walls it alm
eeps as a constant. This means that clusters are easily f
t the bottom. The existence time fraction of clusters a
all region is greater than that in the center. Manyele e

42] investigated gas–solid flow in a riser by a reflect
ype fiber optic concentration probe. Particles used were
atalyst with a mean diameter of 67�m and a particle den
ity of 1500 kg/m3. Experimental results by Manyele et
42] showed that the existence time fraction of clusters
bout 0-10% at the center region and 15–20% near the
t the superficial gas velocity 5.5–10.0 m/s. Sharma e
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Fig. 15. Time fraction of cluster with bed height.

[43] investigated flow behavior of solids in a 15-cm riser
by a capacitance-probe measurement of instantaneous local
solid concentrations. Particle diameter and density used were
120�m and 2400 kg/m3, respectively. Experimental results
by Sharma et al.[43] indicated that the existence time fraction
of clusters was about 15–20% at the center in the superficial
gas velocity of 4.0–6.6 m/s. In the present simulations, the
existence time fraction of clusters is about 7–11% at the cen-
ter and 13–18% near the walls. We see that the simulated
results are in agreement with experimental data by Manyele
et al.[42] and Sharma et al.[43].

Fig. 16shows the cluster occurrence frequency at the su-
perficial gas velocity of 8.0 m/s. The cluster occurrence fre-
quency near the walls is greater than that at the center. The
simulated results show that the cluster occurrence frequency
increases at the bottom due to the effects of gas turbulent flow.
We see that the simulated occurrence frequency of clusters is
about 3–7 (Hz). Experimental results by Manyele et al.[42]
showed that the cluster frequency was 0–10 (Hz) at the cen-
ter, and 5–20 (Hz) near the walls. Manyele et al.[42] reported
that the cluster frequency was 6–12 (Hz) in the riser.Fig. 17
shows the distribution of averaged particle concentration in
clusters at the superficial gas velocity of 8.0 m/s. We see that

Fig. 17. Mean concentrations in clusters along bed height.

the concentration in cluster is in the range of 0.05–0.1, and
decreases along the height near the walls. The particle con-
centration in clusters near the walls is higher than that at the
center. We see that the simulated results are consistent with
experiments of Manyele et al.[42].

Helland et al. [44] investigated numerically the gas-
particle flow in a vertical two-dimensional circulating flu-
idized bed using a hard-sphere discrete particles model. The
frequency of occurrence, cluster duration time, and time frac-
tion of cluster existence were obtained.Fig. 18shows the dis-
tribution of cluster frequency as a function of superficial gas
velocity. Experimental data by Sharma et al.[43] indicated
that the cluster frequency varied between 6 and 9 clusters/s.
Numerical simulation by Helland et al.[44] shown the cluster
frequency varied in the range of 7 and 12 clusters/s. We see
that present simulated cluster frequency was lower than that
experimental data by Sharma et al.[43] and simulated results
by Helland et al.[44]. The trends, however, are the same.

Power spectra density of instantaneous particle concen-
trations is illustrated inFig. 19 at the superficial gas ve-
locity of 4.9 m/s by means of Fast Fourier Transform (FFT)
method. From the profiles of computed power spectrum den-
sity, the frequency domain of particle concentration fluctua-
tions can be determined, which shows the energy distribution

F ocity.
Fig. 16. Cluster frequency along bed height.
 ig. 18. Profile of cluster frequency as a function of superficial gas vel
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Fig. 19. Power spectrum density of instantaneous particle concentration in the riser.
Fig. 20. Wavelet coefficients analysis of flu
ctuating particle concentration in the riser.
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of gas–solid flow in the riser. From these figures, the dominant
frequencyfdominantcan be determined, which corresponds to
the highest values of spectra. It is observed that the dominant
frequency is in the range of 0.1–1.0 Hz.

Since the hydrodynamics of gas–solid flow in the riser
are a complicated nonlinear dynamical system, a detailed
understanding of the flow behavior of gas and particles is
important. In order to reveal the non-linear dynamical char-
acteristics of gas–solid flow, the wavelet transform (WT) and
wavelet multi-resolution analysis can be used. Wavelet trans-
form is a transformation of information from a fine scale
to a coarser scale by extracting information that describes
the fine scale variability (the detail coefficients or wavelet
coefficients) and the coarser scale smoothness (the smooth
coefficients or mother-function coefficients). The complete
wavelet transform is a process from the finest to the coarsest
wavelet level (scale). This describes a scale-by-scale extrac-
tion of the variability information at each scale[45,46]. A
waveletH(t) (with real values in our case) transforms a time
function (signal)x(t) as:

WT(a, b) = |a|−0.5
∫

x(t)H

(
t − b

a

)
dt (36)
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Fig. 20a, b and c show the wavelet multi-resolution anal-
ysis of instantaneous particle concentrations at the superfi-
cial gas velocity of 4.9 m/s at the three different locations.
The time history data of the computed particle concentra-
tions is also plotted in these figures. Through a family of
Wavelet filter, a series of detail signals is obtained with dif-
ferent frequency band. Scale 7 signal is the remainder signal
by wavelet transform. Hence, the original signal can be recon-
structed from the scale 7 signal and other detail signals. They
represent the time behavior of the fluctuating particle con-
centrations within the different frequency bands. The peak of
the high frequency component is caused by the turbulence of
particle clusters. The signal of dispersed particles is a kind
of high frequency quick wave while the particle cluster is
a kind of low frequency slow wave. InFig. 20, it shows the
time behavior of the fluctuating particle concentrations within
the different frequency bands. The alternative larger positive
and negative peaks imply the occurrence of the flow pat-
terns of particle clusters and dispersed particles in the riser.
The positive peaks represent the passing of a cluster, and the
negative peaks indicate the flow of dispersed particles flow
at this moment. Hence, the cluster frequency can be deter-
mined from the wavelet multi-resolution analysis. The pre-
dicted cluster frequency using the wavelet multi-resolution
analysis was shown inFig. 18. We see that the cluster fre-
q reed
w s-
t x of
p at
t t the
c ng a
c tion
f red
t ars in
t fre-
q ion.
T cy of
0
b

here the two parameters set of functionsHa,b(t) is obtained
rom a single one,H(t), called the basic (mother) wavel
hrough delations by the factor (a) and translations by th
actor (b). The factor|a|−0.5 is used for normalization pu
oses whereby all the wavelets in the generated family

he same energy. Eq.(36)implies that the WT can be thoug
f as a convolution of a function (signal)x(t) with an analy
is windowH(t) (mother wavelet) shifted in time by (b) and
ilated by a scale parameter (a). Each wavelet is located
different position along the time axis; also each wave

ocalized in the sense that it decreases rapidly to zero
ufficiently far from its center. The scale parameter (a), which
an take any value on the positive real axis, is usually
en such that it is inversely proportional to frequency. L
alues of (a) correspond to wide (low frequency) wavele
hile small values of (a) correspond to short (high frequen
avelets. Thus, by changing the scale parameter (a), while
eeping (b) fixed, the waveletHa,b(t) is allowed to cover th
esired frequency range around the timet=b. By changing

he translation parameter (b) as well one can move the tim
ocalization center (b) to the desired position so that at,
=b1, each of the wavelets in the generated familyHa,b1(t)

s centered around the desired timet=b1. The appropriat
election of the two parameters (a) and (b) make the WT ex
ract the localized conditions, i.e. individual (local in tim
requency events of the time varying function (signal)x(t).
ifferent wavelet basis functions will preferentially mo
etween scales, different characteristics of the target dat

n this paper, we use the Daubechies family as the wa
asis function. More details about Daubechies functions
e found in the work of Daubechies[47].
.

uency predicted by wavelet multi-resolution analysis ag
ith experimental data.Fig. 21shows the distribution of clu

er frequency at the superficial gas velocity and mass flu
articles of 4.9 m/s and 50 kg/m2 s in the riser. We see th

he cluster frequency is higher near the walls than that a
enter, and varies with radial positions in the riser. Maki
omparison of the components of concentration fluctua
rom the wavelet multi-resolution analysis, it is discove
hat alternative large positive and negative peaks appe
he component of 0.52–1.04 Hz to be embedded in the
uency range of original particle concentration fluctuat
hese values are coincided with the dominant frequen
.1–1.0 Hz from power spectra density distribution inFig. 16
ased on the fast Fourier transfer analysis.

Fig. 21. Distribution of cluster frequency in the riser.
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5. Conclusions

Considering the mutual interactions between gas and par-
ticles and the particle collisions, the Euler–Lagrangian ap-
proach is used to model hydrodynamics of gas and particles
phases in the circulating fluidized bed. The large eddy sim-
ulation is used to model gas turbulence. Particle collision
is modeled by means of the direct simulation Monte Carlo
(DSMC) method. The Newtonian equations of motion are
solved for each simulated particle in the riser. The distribu-
tions of velocity and concentration of particles in the riser
were analyzed. The calculated duration time, averaged solid
concentration in cluster, the ratio of total cluster duration
time to total observation time and the cluster frequency show
a reasonable agreement with previous experimental findings.
Simulation results show that the particles in the dilute phase
exist individually, while the particles in the cluster phase ag-
glomerate with each other and are enmeshed to give irregular
shapes and different sizes. The power spectrum of the fluc-
tuations of particle concentration shows that the dominant
frequency is in the range from 0.1 to 1.0 Hz. The wavelet
analysis method shows that the signal of motion of dispersed
particles is a kind of high frequency quick wave, while the
cluster flow is a kind of low frequency slow wave. The cluster
frequency can be determined from wavelet multi-resolution
a hieve
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